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Abstract– Software-Defined Networking is an emerging network architecture which promises to solve the limitations
associated with current cloud computing systems based on traditional network. The main idea behind SDN is to separate
control plane from networking devices, thereby providing a centralized control layer integrable to cloud-based infrastructure.
The integration of SDN and Cloud Computing brings an immense benefits to network deployment and management,
however, this model still faces many critical challenges with regards to availability, scalability and security. In this study,
we present a security and robustness SDN-Enabled Cloud model using OpenStack and OpenDaylight. In particular, we
design and implement a security clustering-based SDN Controller for monitoring and managing cloud networking, and
a hardware platform to accelerate packet processing in virtual switches. We evaluate our proposed model on a practical
cloud testbed consisting of several physical and virtual nodes. The experiment results show that the SDN controller cluster
significantly improve robustness for the network even in case of being attacked by abnormal network traffic; while the
hardware-accelerated switches can be operated in high-performance and well-adapted to the cloud environment.
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1 Introduction

Cloud Computing (CC) is a mature and reliable tech-
nology offering a convenient way for network users
to access a wide range of “as-a-service” models. The
fundamental idea behind CC is to reduce the complex-
ity of underlying infrastructure via abstraction, thereby
providing the rapid deployment capability and the
ease of management [1]. However, the recent cloud
models rely heavily on legacy network architecture,
which is now lack of flexibility and manageability due
to the unceasing growth of networking devices and data
communication.

Software-Defined Networking (SDN) has emerged
as a promising paradigm to remove the limitations
associated with current cloud network architecture. By
separating management functionalities from forward-
ing devices, SDN shifts the network intelligence into
logically centralized software-based controllers, thereby
providing the automated configuration in respond to
the change of infrastructure [2].

From cloud computing perspective, SDN brings great
advantages in many aspects from cost efficiency to ap-
plication optimization. However, joining SDN to control
cloud networks is still a vague concept when there are
many critical challenges related to security, availability,
and scalability need to address [3]. Notwithstanding
various open-source and commercial platforms are well
developed for SDN and CC, they have not yet proven
the ability to be used as practical platforms for in-
tegration of those mentioned technologies. Regarding

academic research, many outstanding studies have been
proposed on the topic of SDN-Enabled Cloud Com-
puting with impressive effort and contribution [4–6].
However, most research approaches aimed to solve
a specific problem, and the usage of SDN in Cloud
Computing still has not yet been fully exploited.

In this paper, we propose a SDN-Enabled Cloud
Computing model (SDC) for high availability and se-
curity leveraging the integration between SDN and
OpenStack. Our approach focuses on improving the
fault tolerance and performance of SDC in the face of
cybersecurity threats. We summarize the major contri-
butions of this paper as follows.

• We have introduced a security and high-availability
model for SDC.

• We have designed and implemented a clustering-
based SDN Controller with the integration of se-
curity functions, and a hardware-based platform
for accelerating performance of Open vSwitch in
cloud environments.

• We have deployed a cloud testbed using OpenStack
and OpenDaylight to carry out experimental eval-
uation.

The remainder of the paper is organized as follows.
Section 2 presents the relevant background and outlines
related works about SDN and Cloud Computing. In
Section 3, we discuss the concept of our proposed
model with the detailed explanation of design and
implementation methods. Experimental results are pre-
sented in Section 4. Finally, we conclude the paper and
suggest the future work in Section 5.
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2 Background and Related Works

In this section, we provide a broad view of background
knowledge in SDN and Cloud Computing context.
Then, we outline the relevant literature regarding the
usage of SDN in Cloud environments.

2.1 Cloud Computing
Cloud computing has become a popular buzzword,

bringing immense benefits for business and industry
over the last decade. The cloud is technically defined
as a computation model enabling on-demand network
access to shared pools of IT resources over the Internet,
thereby minimizing the resource provisioning time and
the management effort [1]. Due to the emergence of CC,
various architectures (e.g., Public, Private, and Hybrid)
and services (e.g., SaaS, PaaS, and IaaS) have been
widely applied. In addition, a variety of software and
hardware solutions have also been released for deploy-
ing and managing cloud environments such as Open-
Stack [7], Microsoft Azure [8] and VMWare [9], etc.

In this paper, we leverage OpenStack for implement-
ing our proposal model. OpenStack has emerged as a
robust open-source cloud management platform ideal
for implementing SDC in recent years. This platform
is well developed for building cloud infrastructure on
standard hardware, and supports various allied projects
to control and operate a ubiquitous CC system.

2.2 Software-Defined Networking
The principle of SDN is formed by decoupling traffic

forwarding and processing from control, thereby pro-
viding logically centralized control and programmabil-
ity of network services [10]. In SDN, the control plane
consists of software-based controllers, responsible for
instructing underlying networks. Meanwhile, the data
plane is made up of white-box devices simply perform-
ing packet forwarding tasks.

Currently, there are many platforms comforting SDN
standards. In this paper, we focus on exploiting the use
of following SDN platforms:

• Open vSwitch (OVS) [11], one of the reputed open-
source platform, which is well-suited to a wide
range of applications from SDN to Cloud Com-
puting.

• OpenDaylight (ODL) [12], one of the most success-
ful open source SDN Controllers providing cen-
tralized, programmatic control and network device
monitoring.

2.3 SDN-Enabled Cloud Computing
Most of the existing cloud networks are built based

on the traditional architecture which is insufficient flex-
ibility to keep pace with dynamic computing resource
allocation need in today’s enterprises. With the recent
advances, SDN has presented it as a perfect candidate
to alternate legacy network in cloud data centers.

SDN provides centralized management and control,
flexible network functions, and fast packet process-
ing. Those characteristics can help tackle indeed a lot

of problems associated with the current cloud mod-
els such as centralizing management and control, re-
ducing capital expenditures and operating expenses
(CapEx/OpEx), increasing visibility and improving re-
liability. However, a cloud network based on SDN is
being challenged by many critical issues that need to
be address, including performance, scalability, virtual-
ization, security, and energy efficiency [3].

Taking performance and security aspects into con-
sideration, the introduction of novel layers in SDN
makes this paradigm more agile and flexible, however,
it also opens up many network vulnerability surfaces.
Especially, the idea of providing a central control plane
is obviously subject to the risk of sing point of failure
(SPOF). This not only enlarges security issues, but also
constrains performance and scalability problems.

Moreover, in both SDN and Cloud Computing, Open
vSwitch (OVS) is seen as the main networking com-
ponent. In cloud environment, OVS is in charge of
steering traffic among Virtual Machines (VM) and real-
izes overlay networks by tunneling protocols. However,
OVS is in nature a software-based solution, which is
suffered from bad-throughput and low-performance.
Therefore, it can become a bottleneck point of system
when meeting a sudden increase in network traffic such
as flooding attacks.

In this study, we work towards the goal that improves
security and high availability for SDC networks.

2.4 Related Works

Recently, some surveys and taxonomies have been
presented in concern of SDC context [3, 13–17].
Buyya et al. have many outstanding studies as they
introduced the model architecture and vision of SDN
in Multi-Cloud Computing [13], and presented an in-
depth discussion about the definition, taxonomy, char-
acteristics and research trends of SDC [3]. Moreover, the
authors also proposed several SDC frameworks [18, 19],
which is used to simulate SDN functions in CC. Even
though those tools are helpful for testing SDC environ-
ment, it lacks of facilities for real-world deployments.

Many research works leveraged the association be-
tween well-known open-source platforms to address
the critical challenges of SDC [4, 6, 20–22]. Regarding
the high availability of SDC, Son et al. proposed SD-
Con [4], a SDC controller built on top of OpenStack and
OpenDaylight platforms. Meanwhile, Mayoral et al. [6]
presented two SDN orchestration models for CC us-
ing single (Se-Arch) and multiple SDN Controllers
(ABNO). The authors in [22] also focused on the avail-
ability as they replaced the networking components of
OpenStack by a cluster of ONOS controllers.

Besides, many studies have been proposed for pro-
tecting SDC against DDoS attacks [5, 15, 23, 24]. Kr-
ishnan et al. presented CloudSDN [5], a multi-plane
collaborative security scheme for SDN–OpenStack. The
authors implemented a lightweight monitoring mecha-
nism in forwarding devices to detect attacks, and inte-
grated a third-party analytic engine into SDN control
plane to mitigate threats. More recent, Trung et al. [23]



L. T. Le & T. N. Thinh: Enhancing Security and Robustness for SDN-Enabled Cloud Networks 19

Figure 1. High Availability and Security model for SDN-Enabled
Cloud Computing.

introduced a hybrid machine learning approach for
classifying networking, along with eHIPF, an IP filter-
ing mechanism to detect attacks. Bhushan et al. [24]
presented an attack mitigation strategy based on queu-
ing theory.

To enhance security for SDC, the authors in [25]
introduced Brew, a security framework for avoiding the
conflict of flow rules in a distrusted SDC environments.
Brew consists of several prioritization and classification
techniques applying to flow rules to form conflict-free
security policies. SeArch [26] is novel NIDS architecture
for SDN-Based Cloud IoT environment, focusing on de-
tecting anomalies in IoT devices to mitigate intrusions
and stop bottle-neck problems.

We previously proposed ODL-ANTIFLOOD, a com-
prehensive security solution to protect OpenDaylight
controller from saturation attacks [27]. In addition,
in [28], we also presented a hardware-accelerating
OpenFlow switches with the integration of high-
throughput and low-latency SYN Flood defense solu-
tion. Those works will be leveraged to use as parts of
our proposal model in this study.

3 Methodology

In this section, we discuss the conceptual of our pro-
posal. We begin by explaining the architectural ele-
ments, followed by outlining the design and implemen-
tation in details.

3.1 Overall Architecture

As discussed in Section 2, we propose in this paper
a combination of software and hardware solutions to
improve the security and availability for SDC. The
conceptual architecture of our model is depicted in
Figure 1.

Basically, the architectural elements of our proposed
model are mostly adapted from state-of-the-art cloud
management platforms (e.g., OpenStack), which can be
distributed into three main layers as follows.

• Cloud Orchestration: consisting of tools and appli-
cations which jointly control, manage and monitor
cloud resources. In this work, we will use Open-
Stack as the management platform for our model.

• Cloud Resources: a shared pool of physical
and virtual computing resources (e.g. networks,
servers, storage, application, and services)

• SDN-Based Cloud Network:
– Data Plane: a set of pure software-based vir-

tual switches associated with the hardware-
Accelerated Open vSwitches, providing high-
performance connectivity among computing
resources in the cloud environment.

– Control Plane: a set of OpenDaylight con-
trollers, responsible for controlling and man-
aging the cloud network.

We highlight two key points of the model that
make our proposal different from related works. Firstly,
we employ a secure, clustering-based controller in
SDN control plane. Particularly, the cluster is designed
and implemented using a well-defined consensus al-
gorithm, along with ODL-ANTIFLOOD [27], a com-
prehensive solution for protecting control plane from
Controller-aimed attacks. The cluster is expected to pro-
vide fault-tolerance, decentralized and high availability
regardless of SPOF.

Secondly, we introduce a hardware-based architec-
ture for accelerating Open vSwitch, called NetFPGA-
Accelerated OVS. The design and implementation of
this switch is based on NetFPGA-10G platform [29],
which is also part of our previous work [28]. Our
solution aims at improving the speed and performance
of OVS in cloud datacenters.

3.2 Joint High Availability and Security in SDN
Control Plane

To overcome the shortcoming of having a single point
of failure, we introduce a cluster model for SDN con-
trollers. In addition, we integrated security functions
for protecting system from controller-aimed attacks.
This helps enable multiple instances and services to
work together as one entity, giving the system an
improvement in availability, scalability and data per-
sistence. Figure 2 describes the overview architecture
and the control flows between components of our
clustering-based SDN Controller.

We utilize OpenDaylight (ODL), one of the best
controller platforms for SDN and Cloud Computing,
to design and implement the clustering-based system.
Current versions of ODL already support clustering
implementation based on Raft [30], a well-known con-
sensus algorithm for distributed computing. Figure 2
and Figure 3 depict the workflow of Raft algorithm in
the ODL cluster.

Technically, the concept of Raft is based on the agree-
ment of a shared state even in the face of failures to
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Figure 2. Clustering-based SDN Controller Model.

Figure 3. The workflows of ODL Cluster.

maintain overall fault tolerance via three sub-problems:
• Leader Election: The cluster system organizes elec-

tions to vote for a leader, who will obtain all the
responsibility for managing requests from network
clients and synchronizing network state among
other nodes (the followers).

• Log Replication: All requests from clients will be
forwarded to the leader and stored in a logs. The
log is then replicated to the followers.

• Safety: To ensure consistency of the cluster, only
the controller which have all the committed entries
from the previous terms can become a leader.

Security Enhancement
In the previous work [27], we proposed ODL-

Antiflood, a solution for protecting OpenDaylight con-
troller against saturation attacks. The solution includes
two security modules Attack Detection and Attack
Mitigation. In detection, we use a multi-level statistical-
based mechanism to early detect signs of abnormalities
in the network. Meanwhile, in mitigation, we collected
statistical information from network to build a predic-
tive model and create defense flows to prevent network
from anomalies.

The experiment results showed that our methodology
is effective and efficient in protecting SDN Controller
from popular types of flooding attacks. However, the
prior implementation of those functions is only de-
signed and implemented on a single node controller.
As shown in Figure 2, to make ODL-ANTIFLOOD work
in cluster, we upgrade the defender system by adding

Figure 4. NetFGPA-Accelerate Open vSwitch Architecture.

a trigger mechanism to activate security functions for
only the leader. This means that the defender module is
still integrated in other members, but it is deactivated.

As described Figure 3, we build a Leader Election
Monitor on top of the Shard Manager to observe the
raft actor state of each node. If a controller becomes
leader, the monitor will create a trigger to wake security
functions up in that node. As a result, the leader will
be responsible not only for handling request of network
clients, but also play as a guardian performing its duties
to protect system against attacks.

3.3 Hardware-Acceleration for SDN Data Plane

Figure 4 gives an overview of the NetFPGA-
Accelerated OVS architecture. Natively, OVS has three
main components: a user space implementing the
OpenFlow protocol, a kernel space implementing the
forwarding datapath, and a database server storing net-
work information. In OVS, vswitchd is a daemon which
contains switch’s functions, along with a companion
kernel datapath for flow-based switching and a osvdb-
server for configuring database.

We make use of NetFPGA-10G, a high-speed plat-
form for prototyping networking system, to improve
packet processing speed and performance for OVS as
shown in Figure 1. In particular, we use NetFPGA-
10G to accelerate the datapath, i.e. the kernel space of
OVS. The architecture of hardware part in NetFPGA-
Accelerated is mapped to the kernel space of the soft-
ware since it also has the same elements constituting
an OpenFlow datapath. For communication between
hardware and software, we make an other version of
OVS which supports a hardware library for driving
the Peripheral Component Interconnect Express (PCI-
e) interface.

With NetFPGA-10G cards, OVS can extend the size
of flow table, attach virtual network interfaces to
gigabit ports, and significantly improve the perfor-
mance of packet switching functionality. Moreover, The
NetFPGA-Accelerated Open vSwitches will be associ-
ated with native software-based OVS to form an aggre-
gation network in cloud environments, where they play
as core switches, providing transmission in high-speed
bandwidth and performance.
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Figure 5. Testbed for SDN-Enabled Cloud Computing Model.

4 Evaluation

The following section describes the evaluation of our
proposal model. We first introduce the cloud testbed
environment. And then, we conduct test cases to ana-
lyze and evaluate the performance of our model.

4.1 Testbed Deployment
Figure 5 describes the logical deployment of our

model. As discuss in Section 3, to deploy the SDC,
we utilize OpenStack (Stein version) in cooperation
with ODL controllers (Neon version). OpenStack sup-
ports self-services networking framework called Mod-
ular Layer 2 (ML2) neutron plug-in, which allows
this platform simultaneously utilizing the variety of
technologies in the network layer. For the purpose of
enabling SDC, we use OpenDaylight as a back-end
SDN controller to manage pool of Open vSwitch in
OpenStack environments.

The testbed consists of three nodes (CPU Intel Core
i7, 8th Gen, 20GB RAM) for running OpenStack services
and three virtual machines (2 Physic Cores, 6GB RAM)
for running OpenDaylight cluster. The functionality of
each node is listed as follows.

• Controller node: the OpenStack orchestration man-
aging cloud nodes, applications and providing user
interface (Dashboard).

• Compute node: Provides set of Virtualbox-based Vir-
tual Machines (VMs) for resource provision.

• Network node: Provides connectivity among nodes,
virtual machines, and external networks.

• ODL cluster: Provides the cluster of ODL con-
trollers, managing pool of virtual switches in
OpenStack

In each OpenStack node, we plug a NetFPGA-10G
card to provide network interfaces and associate with
OVS, through which they connect to three different
networks:

• Management network (10.0.0.0/24): used for traffic
between the nodes that make up the Openstack
infrastructure.

• Tunnel network (10.0.1.0/24): used for traffic be-
tween virtual machines and the network node.

• External Network (10.0.10.0/24): used for virtual
machines to access from the Internet through the
network node.

• OpenDaylight network (172.28.25.0/24): used for
ODL controller to communicate with each other
in cluster.

4.2 Experimental Results

4.2.1 Clustering-based ODL Controller: We conduct
some experiments to evaluate the consensus and fault-
tolerant of the cluster when facing a flooding attack.
To do that, we carry out the controller-aimed attacks in
two scenarios listed as follows.

1) Scenario 1: Launch TCP SYN Flooding DDoS
Attacks with high-speed rate (Gigabit per sec-
ond - Gbps) from cloud users, aiming to shut-
down one controller in ODL cluster without ODL-
ANTIFLOOD.

2) Scenario 2: Launch a TCP SYN Flooding DDoS
Attack with high-spped rate (Gbps) from cloud
users, aiming to shutdown one controller in ODL
cluster with ODL-ANTIFLOOD.

Tables I, II, III give the results about ODL clus-
ter activities before, during, and after the attack
being launched (without the integration of ODL-
ANTIFLOOD). In those tables, we use some following
terminologies to show important parameters of cluster.

• Ip Address: The IP address assigned for controllers
• CurrentTerm: The number of elections organized

in cluster system
• CommitIndex: The number of acknowledge when

a member receives new replicated log from the
leader

• ReplicatedToAllIndex: The total replicated logs in
cluster members

• InMemoryJournalLogSize: The amount of log waiting
for appending

Taking the first scenario into consideration, in normal
situation (i.e. before attacks, Table I), the cluster has a
leader (Controller 3) and two followers (Controller 1,
Controller 2), and all related parameters such as Cur-
rentTerm, CommitIndex, ReplicatedToAllIndex, and InMem-
oryJournalLogSize are always the same fors all member
in the cluster.

When the attack aimed to Controller-2 happens, this
controller is shutdown due to CPU saturation (> 90%
usage). However, the remaining members are still avail-
able, held a new election to vote for a new leader (Ta-
ble II). Once finishing attack, Controller-2 rehabilitate
and rejoin to the cluster (Table III). Also, we launch
attacks with various period time, and observe that the
recovery time of Controller-2 is approximate 13 seconds
regardless of the difference in attack time (Figure 6).

In the second scenario, the cluster keeps work-
ing smoothly under normal circumstances, ODL-
ANTIFLOOD is integrated and activated in Controller-
3 (The leader). Under attacks, the CPU resource and
network bandwidth of Controller-2 increases suddenly
in short time at the beginning as described in Fig-
ure 7 (> 80% CPU Usage and 8000 requests/s), this
effect also propagates to the leader when it receives
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Table I
ODL Cluster with 3 Nodes Available
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Table I
ODL Cluster with 3 nodes available

Controller-1 Controller-2 Controller-3

IP Address 172.28.25.215 172.28.25.213 172.28.25.214

ShardName member-1 member-2 member-3

RaftState Follower Follower Leader

Leader member-3 member-3 member-3

Term 6 6 6

CommitIndex 40 40 40

ReplicatedToAllIndexx 39 39 39

InMemoryJournalLogSize 1 1 1

Table II
ODL Cluster 2 nodes available and 1 node shutdown

Controller-1 Controller-2 Controller-3

IP Address 172.28.25.215 172.28.25.213 172.28.25.214

ShardName member-1 member-2 member-3

RaftState Leader Candidate Follower

Leader member-1 null member-1

Term 19 28 19

CommitIndex 2247 1345 2247

ReplicatedToAllIndexx 1345 -1 1345

InMemoryJournalLogSize 902 1 902

Table III
ODL Cluster with 2 nodes available and 1 node rejoin

Controller-1 Controller-2 Controller-3

IP Address 172.28.25.215 172.28.25.213 172.28.25.214

ShardName member-1 member-2 member-3

RaftState Leader Follower Follower

Leader member-1 member-1 member-1

Term 35 35 35

CommitIndex 2849 2849 2849

ReplicatedToAllIndexx 2848 2848 2848

InMemoryJournalLogSize 1 1 1

in short time at the beginning as described in Fig. 7(
> 80% CPU Usage and 8000 requests/s), this effect
also propagates to the leader when it receives a huge
amount of forwarding requests from the follower(>
50% CPU Usage and 4000 requests/s). However, ODL-
ANTIFLOOD has the ability to detect this anomaly
behavior, it helps the leader realize attacks and apply
defense flow rules to the switches in cloud networks.

Therefore, the impact of attacks does not cause any
serious problems, and the cluster can still stand without
any interrupts.

4.2.2 NetFPGA-Accelerated Open vSwitch: To evalu-
ate the efficiency of our NetFPGA-Accelerated Open
vSwitch, we conduct experiments to measure its perfor-
mance in comparison with software-based OVS. In our
tests, we generate multiple sets of variant size packet
(64-1500 bytes) to forward to the OVS switches. The

Table II
ODL Cluster 2 Nodes Available and 1 Node Shutdown
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a huge amount of forwarding requests from the fol-
lower (> 50% CPU Usage and 4000 requests/s). How-
ever, ODL-ANTIFLOOD has the ability to detect this
anomaly behavior, it helps the leader realize attacks
and apply defense flow rules to the switches in cloud
networks. Therefore, the impact of attacks does not
cause any serious problems, and the cluster can still
stand without any interrupts.

4.2.2 NetFPGA-Accelerated Open vSwitch: To evalu-
ate the efficiency of our NetFPGA-Accelerated Open
vSwitch, we conduct experiments to measure its perfor-
mance in comparison with software-based OVS. In our
tests, we generate multiple sets of variant size packet
(64-1500 bytes) to forward to the OVS switches. The
traffic is flow based on a NIC-OVS-NIC topology, i.e.
packets will be transmitted from a OVS physical port
to Virtual Machine port, and then back to the physical
port. For this purposes, we use 10-Gbps ports of the

Figure 6. The recovery time of Controller-2 after finishing attack.

Figure 7. Switch-to-Controller Request/Respond.

Figure 8. NIC-OVS-NIC Throughput.

NetFPGA-Accelerated OVS, and attach Intel® 82599
NIC cards (each has two 10 Gigabit Ethernet ports) to
the pure software OVS.

The measured throughput in one port is shown in
Figure 8. As the figure described, the throughput of
our switch can reach up to 14 millions packets per
second (Mpps) for one port (with 64-byte packets)
and 32 Mpps for four ports, outperforming the native
OVS (approx. 4 Mpps). In general, the processing of
NetFPGA-Accelerated OVS is more efficient than the
software-based OVS with the short or medium packets
(64-512 bytes). With large packets (1024-1500 bytes), the
performance of both switches is relatively equal.
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5 Conclusion

In this paper, we presented a high security and avail-
ability SDN-Enabled Cloud Computing model deploy-
ing in the integration of OpenStack and OpenDaylight.
We design and implement a secure, clustering-based
SDN Controller for monitoring and managing cloud
networks, and use hardware acceleration to improve the
speed and performance for cloud network components.
We also carry out an evaluation with a cloud testbed
consisting of several physical and virtual nodes. The
experiment results show that the cluster controller can
provide good resistance when it keep working in a high
available manner even in the case of being attacks; and
quick resilience since if a node is shut down, it can
rejoin to the cluster again in short time (approx. 13s).
Meanwhile, the hardware-accelerated switches can be
operated with high-throughput (max. 14 Mpps) and
well-adapted to virtualization environments.
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