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Abstract– Traffic delay is one of the important metrics used for evaluating network performance. Delay and delay variation
characteristics of IP packets transferred over multi-section networks can be derived, estimated or composed from component
distributions of IP package delay in each network section. Approximate methods are needed in the cases of unknown or
complicated delay distribution functions, which are unavailable or unusable in practice. The ITU-T has proposed a method
for estimating IP packet delay variation. One of noticeable factors affecting the estimation accuracy is the packet delay
population quantile which has not been adequately considered. The objective of this paper is to examine the optimal
range of quantiles used for estimating the IP packet delay variation in the NGN (Next Generation Network) core networks.
The paper is composed from the following ideas. Firstly, several concepts and mathematical formulas related to delay
metrics based on probability and statistics theory are defined. The approximate method of ITU-T for estimating the IP
packet delay variation in a multi-section network is revised. Then, another method based on convolution for composing
the empirical IPTD distribution functions is proposed for the same target as the first one. Secondly, a number of test cases
are implemented to measure the IP packet delay on several sections of an NGN core network. Sample data are used for
computing and estimating the IP packet delay variation for multi-section networks by two methods with certain hypotheses.
Finally, these methods are compared and evaluated both theoretically and empirically in regards to the estimation accuracy
versus quantiles of the IP packet transfer delay. The best range of quantiles is determined to ensure the accuracy of the
estimation method applied for the NGN core network.
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1 Introduction

An NGN core network can be partitioned into different
network sections, which is a set of hosts together with
all of their interconnecting links that provide a part of
the whole network and are under a single jurisdictional
responsibility of a service provider or operator. Perfor-
mance parameters characterizing packet delay in an IP
network are represented by two key metrics– the IP
Packet Transfer Delay (IPTD) and the IP Packet Delay
Variation (IPDV)–, which are defined in the ITU Y.1540
recommendation [1]. IPTD is a random variable mea-
suring time interval from when the first bit of a packet
crosses an ingress measurement point to when the last
bit of the same packet crosses an egress measurement
point. IPDV is defined as the difference between upper
and lower quantiles of IPTD population of interest:

IPDV = IPTDp2 −IPTDp1 , 0 ≤ pi ≤ 1, i = {1, 2} (1)

in which IPTDpi or pi-quantile of IPTD is the T value
such that P(T < IPTDpi ) ≤ pi and P(T ≤ IPTDpi ) ≥ pi
where P is a probability operator. T can be derived from
the inverse of the cumulative distribution function.

Performance metrics are normally monitored or mea-
sured independently in each separated network section
but not over multiple ones whereas detailed measure-
ment data will seldom be shared among operators.

Moreover, fewer segment measurement results used in
calculating thousands of concatenated network sections
will help minimize much cost and overhead. For this
reason, a provisional method based on mathematical
theory for estimating a value of IPDV over a multi-
section network is recommended by the ITU [2].

In spite of low computational complexity and over-
head, the ITU method encounters unavoidable data
error and method error. The first one is due to empirical
actions and may be improved by repeating or correcting
actions. The second one is due to approximate estima-
tion of the own method. This kind of error has been
pointed out in a research paper of [3]. However, the
paper approach was only based on pure mathematical
calculations with a hypothesis of ideal simple distri-
butions, which are not the true for the real network.
Besides, there is almost no research for examining the
accuracy of the method yet. In addition, the factors
influencing errors and selection criteria for quantiles
have not been considered adequately so far. Whereas
quantiles have a considerable effect on the accuracy of
resulted IPDV. How the quantiles affect the method ac-
curacy and which optimal value ranges of quantiles for
estimating IPDV in a multi-section NGN core network
are essential questions under investigation in this paper.

The remainder consists of the following sections.
Two methods for determining IPDV over multi-section
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networks are mentioned in Section 2. The first one
is an approximate estimation method revised from an
ITU recommendation. The second one is a new method
proposed based on convolution of empirical IPTD dis-
tribution function (convolution method for short). After
that, the accuracy of both methods will be analyzed,
compared and evaluated versus quantiles in Section 3.
Mathematical reasoning and experimental results will
be used to prove and evaluate errors of each method.
Finally, the best ranges of quantiles will be determined
to ensure the accuracy of the method applied for the
NGN core networks.

2 Methods for Determining IPDV over

Multi-Section Networks

2.1 The ITU-T Method for Estimating a Value of
IPDV over Multi-Section Networks

A provisional way to estimate IPDV across a network
consisting of N sections is suggested in the ITU-T
Y.1541 recommendation [2, Section 8.2.4]. It is assumed
that the IPTDs on each section are mutually indepen-
dent. Approximate estimation is used to derive a value
of IPDV from IPTD samples in the case of no explicit or
simple distribution function available. This method is
based on a normal power approximation (NPA) which
transforms approximately a random variable of T, with
mean µ, standard deviation σ and skewness γ, into the
standard normal random variable Y ∼ N (0, 1) as the
quadratic polynomial ([4, 5]):

T − µ

σ
≈ Y+

γ

6
× (Y2 − 1). (2)

This results in the following approximate formula:

p = P
(
T ≤ Tp

)
≈ P

(
Y ≤

√
9

γ2 +
6
γ
×
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σ
+ 1− 3

γ

)
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)
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(
xp
)

, (3)

where P is the probability operator, Φ is the standard
normal distribution function, Tp is the upper p-quantile
of T, and xp is the p-quantile of Y and is given by

xp = Φ−1 (p) =
√

2erf−1 (2p− 1) . (4)

In (4), erf−1 is the inverse error function whose values
can be found from standard probability texts. It can be
deduced from (3) to have

γ ≈ 6×
xp −

Tp−µ
σ

1− x2
p

,

which yields

Tp ≈ µ + σ
[

xp −
γ

6
(1− x2

p)
]

. (5)

The ITU method based on the following mathematical
relations includes three steps:

Step 1 – Compute the means and variances of IPTD:

µk =
1
M

M

∑
i=1

Di, (6a)

σ2
k =

1
M

M

∑
i=1

(Di − µk)
2, (6b)

µ =
N

∑
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µk, (6c)

σ2 =
N

∑
k=1

σ2
k , (6d)

where M is the IPTD sample size, Di is the i-th mea-
surement of IPTD, N is the number of network sections,
µk and σk are, respectively, the mean and the standard
deviation of the IPTD distribution on the k-th network
section, µ and σ are, respectively, the mean and the
standard deviation of the IPTD distribution on the
whole network.

Step 2 – Estimate skewness of the IPTD distribution:

γk ≈ 6×
xp − tk−µk

σk

1− x2
p

(7a)

ωk = γk × σ3
k , (7b)

ω =
N

∑
k=1

ωk, (7c)

γ =
ω

σ3 , (7d)

where p is the probability of interest, tk is the p-quantile
of IPTD in the k-th section, xp is the p-quantile of
N (0, 1), γk and ωk are, respectively, the skewness and
the third moment of the IPTD distribution on the k-the
section, γ and ω are, respectively, the skewness and the
third moment of the IPTD distribution on the whole
network.

Step 3 – Estimate IPDV over the whole network:
An upper quantile of IPTD over the whole network is
estimated from (5) as Tp ≈ µ + σ[xp − γ

6 (1− x2
p)]. The

0-quantile or minimum value of IPTD is recommended
by ITU as a lower quantile for IPDV calculation. Fi-
nally, a value of IPDV can be obtained from (1) as
IPDV=Tp −min(IPTD).

2.2 The convolution method for computing a value
of IPDV over multi-section networks

In probability theory, the probability distribution
function (probability mass function or probability den-
sity function) of the sum of two or more independent
random variables is the convolution of their individual
probability distribution functions [6]. Due to the sub-
additive nature of the IPTD random variable, it is
possible to use convolution to compose a probability
distribution function of IPTD over the whole network
consisting of multiple sections concatenated together.

However, convolution computation is challenging in
practice for complex probability distribution function.
In addition, IPTD samples measured are not available
in form of a continuous distribution function exactly as
the nature of continuity of the IPTD random variables.
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They are rarely approximate to some well-known func-
tion as well. For these reasons, IPTD samples need to
be processed to build an empirical discrete distribution
function, which is a transformation of the original
continuous distribution function. The following steps
are used in the convolution method to compute a value
of IPDV over multiple network sections from empirical
data samples of IPTD over each network section.

Step 1 – Determine the empirical probability distri-
bution of the IPTD over each network section: A range
of IPTD values ([0, max(D)]) is determined from the
measured samples D = {Di}i=1,...,M with the size of
M. Data samples are ordered and mapped according
to their numeric values into K bins of the same size
of L = max(D)/K. The kth bin (rk) is specified by
the size of [(k − 1) × L + 1, k × L] for k = 1, . . . , K. A
bin can be considered as a discrete random variable
R with the value range or state space of r = {rk},
where rk = k× L− L/2. The number of elements within
rk is counted as ck which is used to compute values
of the empirical probability mass function of R, given
by fR (rk) = ck/M. These values also represent the
probability density of IPTD at the corresponding values
within rk.

Step 2 – Determine the empirical probability distri-
bution of IPTD over the whole network: The empirical
probability mass function of each network section will
be used to compose probability mass function of the
whole network as follows:

f∑N
i=1 Ri

(r) =
(

fR1 ∗ fR2 ∗ · · · ∗ fRN

)
(r) , (8)

where N is number of network sections, Ri is a random
variable of R defined for the i-th section, fRi , i=[1,N] is
the probability mass function of i-th network section
for random variable Ri. The empirical cumulative dis-
tribution function can be inferred from (8) as follows:

F∑N
i=1 Ri

(r) = P

(
N

∑
i=1

Ri ≤ r

)
= ∑

rk≤r
f∑N

i=1 Ri
(rk). (9)

Step 3 – Determine IPDV over the whole network: A
p-quantile of IPTD can be found from (9) as follows:

Tp = F−1
∑N

i=1 Ri
(p) , (10)

where F−1 is the inverse of F. Finally, a value of IPDV
can be obtained from (1) as IPDV=Tp −min(IPTD).

3 Effects of Quantiles on Accuracy

3.1 Theoretical Analysis and Accuracy Evaluation

According to the ITU method (see Section 2.1), it is
expected to have approximately equal raw moments
from (2):

E
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σ

)k
]
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γ

6
× (Y2 − 1)

)k
]

, (11)

where E is the expectation operator and E(Xk) is the
k-th raw moment of X. However, with the definitions

from (1) and mathematical relations for moments, it can
be found that
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The percent error (ε) by the approximation in (11), as
compared to the exact forms of (12) and (13), is given
by
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(14)

Therefore, the accuracy of the approximation in (2)
and (5) depends on the value of skewness γ, which
is a measure of asymmetry of the IPTD probability
distribution and can be computed from the measured
IPTD sample as follows:

γ = E

[(
IPTD− µ

σ

)3
]
=

1
M

M

∑
i=1

(
Di − µ

σ

)3
, (15)

wherein the symbols are defined the same as in (6)
and (11). The approximation accuracy decreases as γ
increases and a large value of γ possibly reduces the
accuracy. If γ ∈ [0, 1], they are fairly accurate but this is
not the case for IPTD in the NGN core network due to
their nature of heavy tail distribution (refer to Table I).
Furthermore, the approximation in (5) is applied twice
in the ITU estimation method. This may cause more
errors in the results estimated by the ITU method.
Besides, it can be inferred from (4) that limp→0 xp = ∞
and limp→1 xp = +∞. Therefore, errors tend to be
great as p value (in p-quantiles) approaches 0 or 1.

Regarding the convolution method proposed in Sec-
tion 2.2, grouping sample data into IPTD bins in Step
1 can be considered as a process of discretizing IPTD
random variables. This process also has a certain effect
on the accuracy of the method. A long bin size or a low
resolution leads to a low accuracy. However, this is the
error of data processing and it can easily be suppressed
or controlled. The following rules are considered for
selecting an optimized bin size: small enough but not
smaller than the smallest measurement unit or degree
of accuracy supported by equipments and large enough
to reduce computational complexity. Besides, an ad-
equate large size of measurement samples is chosen
depending on the required accuracy.

From above reasoning and specific conditions given
in the experiment in Section 3.2, it can be affirmed



178 REV Journal on Electronics and Communications, Vol. 1, No. 3, July – September, 2011

Table I
Skewness of IPTD Distributions and Errors of Normal Power

Approximation

Test
case

Skewness
(γ )

Error of 2nd

moment (%)
Error of 3rd

moment (%)
01

sec-
tion

03 sec-
tions

01
sec-
tion

03 sec-
tions

01 sec-
tion

03 sec-
tions

1 4.292 2.478 102.34 34.115 68.230 22.743
2 4.283 2.473 101.91 33.971 67.941 22.647
3 4.291 2.477 102.30 34.098 68.195 22.732
4 4.286 2.475 102.06 34.021 68.043 22.680
5 4.279 2.471 101.74 33.912 67.824 22.609
6 4.288 2.476 102.15 34.051 68.100 22.700
7 4.292 2.478 102.35 34.118 68.236 22.746

that the convolution method is reliable in the aspect of
methodology and its results can be used as a reference
for evaluating approximation errors of the ITU method.
The percent error (ε) of the ITU method in comparison
with the convolution method is evaluated as follows:

ε =

∣∣∣∣ IPDVConv − IPDVITU
IPDVConv

∣∣∣∣× 100%, (16)

where IPDVConv is a value of IPDV computed by the
convolution method and IPDVITU is a value of IPDV
estimated approximately by the ITU method.

3.2 Experimental Analysis and Accuracy Evaluation

The network configuration used for collecting IPTD
data is described in Figure 1. In a homogeneous core
network domain, it can be assumed that all network
sections are identical so that IPTD distributions on the
three sections are the same. The samples of IPTD over
each section with the size of 1000000 are measured
during an interval of 24 hours for each test case. This
sample size and measurement interval is sufficiently
large to include enough packets of the different traffic
classes, to reflect a period of typical usage and to cover
different delay distribution characteristics depending
on different traffic conditions. This also helps the IPTD
empirical distribution function to be converted to a
true distribution function. A range of IP packet sizes
in octets is selected according to IETF RFC 2544 for
testing [7]; that is, Test case 1: 64, Test case 2: 128,
Test case 3: 256, Test case 4: 512, Test case 5: 1024,
Test case 6: 1280, Test case 7: 1518. IPTD data are used
to compute, compose and estimate a value of IPDV
over a 3-section network by both methods mentioned
in Section 2. The granularity of 1 µs is chosen for IPTD
bin size (Step 1 in Section 2.2) in order to ensure that
errors of discretization process mentioned in Section 3.1
for the convolution method are negligible (on order of
microsecond).

Table I shows skewness and moment deviation re-
sulted from experimental data by (14) and (15) respec-
tively.

It can be observed that the skewness of IPTD over the
3-section network is smaller than the skewness of IPTD
over each section but both of them are rather large. This
causes great errors of distribution moments when NPA
is applied, as shown in the column number 4 to 7 in

Figure 2. Statistic sample of IPTD over one network section.

Table I. However, the errors in (14) are calculated for
expected values whereas approximation errors of the
distribution function may vary according to quantiles.
Therefore, the adequate quantiles need to be examined
in order to minimize errors of the estimation method.

In this paper, the empirical quantiles in the range of
p ∈ (0.9, 1.0) are used for surveying. The thresholds of
1% to 5% as in Figure 6 and Table II are selected as the
reference levels for evaluating the percent error from
(16) and they are also used as criteria for selecting the
best p-range of quantiles for the method.

Several qualitative and quantitative remarks on ex-
perimental results of both methods can be inferred from
Figure 2 to Figure 10 and Table II.

Figures 2, 3, 4, 5 and 6 show detailed results of Test
case 1, whereas Figures 7, 8, 9, 10, 11 and 12 show brief
results of other test cases for more evidences.

Figure 2 shows a statistic of the original IPTD sample
data measured from each section of the NGN core
network deployed by the VNPT (Vietnam Posts and
Telecommunications) as described in Figure 1.

Figure 3 illustrates an empirical probability distribu-
tion of the IPTD over each section and another one over
the whole 3-section network. These are the results of
Step 1 and (8) in Step 2 of the convolution method
(see Section 2.2). It can be observed that the IPTD
distribution of the whole network is three times as wide
as each network section and they do not conform to any
well-known function as mentioned in Section 2.2.

Figure 4 describes an empirical cumulative distri-
bution of IPTD over 1-section network and another
one over the whole 3-section network. This is resulted
from (9). It can be observed that the IPTD cumulative
distribution of each section approaches the value of 1
faster than that of the whole network.

Figure 5 shows both values of IPDV over the whole
network versus p-quantiles. One of them is computed
by the ITU method (Section 2.1) and the other by the
convolution method (Section 2.2). It can be observed
that there are 3 distinguished segments of quantiles.
The first one includes quantiles lower than 0.96, the
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Figure 1. Experimental configuration.

Figure 3. Empirical probability distribution of IPTD.

Figure 4. Empirical cumulative distribution of IPTD.

second one between 0.96 and 0.999, and the third one
higher than 0.999. The results of IPDV are approxi-
mately converged in the second segments and diverged
in the first and the third segments where the ITU

Figure 5. Computation results of IPDV over 3 network sections.

method gives smaller IPDV values than that by the
convolution method.

Figure 6 illustrates results of (16) which are the IPDV
errors of the ITU method, as compared to the convolu-
tion method, versus quantiles. It can be observed that
there are also the same segments of quantile as in Fig-
ure 5. With the growth of quantiles, the errors gradually
reduce quasi-linearly with p in the first segment, then
fluctuate within 5% in the second one, and tend to
suddenly increase over 5% with p in the third segment.
The quantiles with p < 0.96 cause significant errors
(e.g., 45% for 0.9-quantile and 12% for 0.95-quantile).

Table II gives us the selected ranges of IPTD quantiles
guaranteeing the accuracy of estimation. Broken ranges
satisfied the same criteria are separated by semicolons
in the table. It can be observed that different p-values
of IPTD quantiles cause different IPDV error levels.
In most cases, the range of quantiles ensuring errors
within 5% is 0.958 < p < 0.9995, within 4% is
0.96 < p < 0.9994, within 3% is 0.963 < p < 0.9994,
within 2% is 0.966 < p < 0.974, 0.981 < p < 0.996, and
0.998 < p < 0.9992, and within 1% is 0.97 < p < 0.972,
0.983 < p < 0.986 and 0.999 < p < 0.9991. As a
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Figure 6. Errors of the ITU method against the convolution method.

Table II
Ranges of IPTD Quantiles under Error Thresholds

Test
case

Thresholds for percent error from (16)

5 (%) 4 (%) 3 (%) 2 (%) 1 (%)
1 0.958-

0.9995
0.96-
0.9995

0.963-
0.9993

0.966-0.975;
0.981-0.996;
0.998-0.9992

0.970-0.973;
0.983-0.994;
0.999-0.9991

2 0.958-
0.9996

0.96-
0.9994

0.963-
0.9994

0.964-0.974;
0.981-0.9992

0.968-0.973;
0.983-0.991;
0.999-0.9991

3 0.956-
0.9996

0.958-
0.9995

0.961-
0.9994

0.964-0.974;
0.981-0.996 ;
0.998-0.9992

0.968-0.973;
0.983-0.986;
0.999-0.9991

4 0.956-
0.9996

0.958-
0.9994

0.96-
0.9994

0.964-0.974;
0.981-0.9992

0.967-0.973;
0.984-0.988;
0.998-0.9991

5 0.956-
0.9996

0.958-
0.9994

0.961-
0.9994

0.964-0.974;
0.981-0.9992

0.968-0.972;
0.983-0.987;
0.998-0.9991

6 0.956-
0.9996

0.958-
0.9994

0.961-
0.9994

0.964-0.974;
0.98 -0.996;
0.998-0.9992

0.967-0.972;
0.983-0.986;
0.998-0.9991

7 0.958-
0.9995

0.96-
0.9994

0.963-
0.9994

0.965-0.974 ;
0.981-0.996;
0.998-0.9992

0.969-0.972;
0.983-0.989;
0.998-0.9991

result, the most stable and safe range of IPTD quantiles
maintaining negligible errors is p ∈ (0.983, 0.986) where
the central point is located at p ≈ 0.9845. The results of
other test cases are illustrated in Figures 7, 8, 9, 10, 11,
and 12.

From the above empirical results, analyses, and re-
marks, it can be summarized in the following key
points:

1) The distribution of IPTD over the NGN core net-
work is not closed to any well-known distribution
function.

2) Large skewness value of the distribution of IPTD
over the NGN core network causes great error of
the NPA.

3) The result of IPDV is considerably dependent on
the quantile of the IPTD distribution.

4) A specific rule exists for the relation between the
error of the IPDV estimation method and the quan-
tiles of IPTD over the NGN core network.

Figure 7. Results of Test case 2.

Figure 8. Results of Test case 3.
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Figure 9. Results of Test case 4.

Figure 10. Results of Test case 5.

Figure 11. Results of Test case 6.

Figure 12. Results of Test case 7.
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5) A value of quantile should be selected in the ranges
of {(0.97, 0.972); (0.983, 0.986); (0.999, 0.9991)} for
minimizing the estimation error.

In fact, the result of IPDV is dependent on the p-
quantile level of the IPTD distribution. If p is too
low, many significant IPTD samples are not taken into
account. Inversely, if it is too high, false samples, which
may be generated due to network congestion, abnormal
states or data errors, etc., may be involved in the
estimation thus causing errors.

4 Conclusion

The convolution method for estimating IPDV over the
concatenated networks from empirical data of each
network section has been proposed in this paper in
order to evaluate the accuracy of the ITU method for the
same purpose. Theoretical analyses and experiments
are combined together to prove, quantify, and evaluate
the errors of the methods, which are dependent on the
quantiles of IPTD selected for calculation. An insight
view of IPTD quantiles and its effect on accuracy of
estimated IPDV have been examined by both qualita-
tive and quantitative analyses. The ranges of quantiles
that ensure acceptable accuracy for the method to be
applied in the NGN core network are examined and
recommended, as a new finding. Although the IPDV
estimation method of the ITU has been specified on
a provisional basis, and this clause may change in
the future based on new findings or real operational
experience, the proposed method can still be used for
composing and testing different kinds of empirical dis-
tributions, which are not possible to be well represented
in mathematics. The research in this paper may be
extended to other empirical cases such as large-scale
network with more than three sections, multicast traf-
fic, different services and traffic classes, heterogeneous
network sections, etc.

Acknowledgment

This work has been partly presented at the International
Workshop on Communication Systems at Vietnam Na-
tional University in October 2011. The authors would
like to thank the conference organization staff and
reviewers for their constructive and helpful comments.

References

[1] ITU, “Internet protocol data communication service - IP
packet transfer and availability performance parameters,”
ITU-T Recommendation Y.1540, Feb. 1999.

[2] ——, “Network performance objectives for IP-based ser-
vices,” ITU-T Recommendation Y.1541, 2006.

[3] A. Sokolov, “Accuracy of the IP packet delay variation es-
timation,” in Proc. IEEE EUROCON 2009, St.-Petersburg,
18-23 May 2009, pp. 1815–1818.

[4] G. Berger, “Integration of the normal power approxima-
tion,” ASTIN Bulletin - International Journal for Actuarial
Studies in Non-Life Insurance and Risk Theory, vol. VII, no. 1,
pp. 90–95, 1972.

[5] H. Schmidli, Lecture Notes on Risk Theory, Institute of
Mathematics University of Cologne, 2000.

[6] R. V. Hogg, A. Craig, and J. W. McKean, Introduction to
Mathematical Statistics, 6th ed. Prentice Hall, 1999.

[7] S. Bradner and J. McQuaid, “Benchmarking methodology
for network interconnect devices,” IETF RFC 2544, Mar.
1999.

Dao Ngoc Lam was born in 1971, received
M.Eng. Degree in Electronics and Telecommu-
nications from the Posts and Telecommunica-
tions Institute of Technology (PTIT), Vietnam
in 2007, is now a Ph.D. student at PTIT. He
is also working at the Vietnam Telecom Na-
tional, VNPT. His research interests are in net-
work performance, next generation network,
and IP traffic engineering.

Le Nhat Thang was born in 1973, received
the B.Eng. degree in Radio Electronics - Com-
munication from Hanoi University of Sci-
ence and Technology (HUST), Vietnam, in
1995, the M.Eng degree in Telecommuni-
cations from Asian Institute of Technology
(AIT), Thailand, in 2000 and Ph.D. degree
in Information and Communication Technol-
ogy (ICT) from the Department of Computer
Science and Telecommunications, University
of Trento, Italy in 2006. He is currently the

Head Department of Switching Technology, Faculty of Telecom 1,
PTIT, Hanoi, Vietnam. His research interests are in performance
analysis, modeling and simulations, traffic engineering, queueing
theory and applications, QoS, routing and switching techniques, and
next generation networks.

Le Huu Lap was born in 1954, received the
B.Eng. degree and Ph.D. degree in Electronics
and Telecommunications from the Ilmenau
University, Germany in 1984 and 1988, respec-
tively. At present, he is an Associate Profes-
sor and the Deputy President of Posts and
Telecommunications Institute of Technology
(PTIT), Hanoi, Vietnam. His research interest
is in next generation networks.


