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Abstract– A great number of efficient methods to improve the performance of the networks have been proposed in physical-
layer security for wireless communications. So far, the security and privacy in wireless communications is optimized based
on a fixed assumption about the trustworthiness or trust degrees (TD) of certain wireless nodes. The nodes are often
classified into different types such as eavesdroppers, untrusted relays, and trusted cooperative nodes. Wireless nodes in
different networks do not completely trust each other when cooperating or relaying information for each other. Optimizing
the network based on trust degrees plays an important role in improving the security and privacy for the modern wireless
network. We proposed a novel algorithm to find the route with the smallest total transmission time from the source to
the destination and still guarantee that the accumulated TD is larger than a trust degree threshold. Simulation results are
presented to analyze the affects of the transmit SNR, node density, and TD threshold on different network performance
elements.
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1 Introduction

The wireless communications has been dramatically
developed, especially in the last two decades, however,
starts to face a lot of challenges in security and pri-
vacy [1–3]. In the past few years, the physical-layer
security for wireless communications has given a great
number of efficient methods to improve the perfor-
mance of the networks [4]. However, several issues play
important roles in optimizing the security in practical
conditions such as energy [5], channel estimation [6],
and trust factors [7–9].

So far, the security and privacy in wireless communi-
cations is optimized based on a fixed assumption about
the trustworthiness of the wireless nodes. They are of-
ten classified into different types such as eavesdroppers,
untrusted relays, and trusted cooperative nodes [10–
12]. However, the trustworthiness or TD of a node may
not be always clear and strongly depends on the social
relationship of its and the legitimate nodes’ users (such
as friendship in social network) [13–15]. Consequently,
TD issues should be considered when optimizing the
network performance in order to provide better secu-
rity and privacy in practice. Nowadays in the world,
more and more wireless, especially tiny, devices are
used in communication as well as supervising in trans-
portation, security, health, education, and environment.
Wireless nodes in different networks with different
purposes and/or in different organizations, therefore,

do not completely trust each other when relaying in-
formation for each other, in the meantime, need to co-
operate due to remote or inaccessible locations. Solving
this problem plays an important role in improving the
security and privacy for the modern wireless network,
especially when considering new aspects [7, 16, 17].

A great number of researches in physical-layer se-
curity have focused on the one-hop or two-hop wire-
less networks. Recently, a few works have investigated
on the multi-hop scenarios. For example, a physical
layer security-aware routing scheme is proposed for
a multi-hop network with decode-and-forward (DF)
relays. Several outage probabilities in close forms are
analytically derived. However, in the routing algorithm,
the security constraints are not considered in every
route selection step. The well-known Bell-Ford algo-
rithm is applied and the security metrics are calculated
for the final solution only [18]. Another research also
uses Bell-Ford algorithm to find the best route to the
destination [19], however, like [18], it does not consider
illegitimate nodes with different trust degrees but only
fixed clearly malicious nodes, known as eavesdroppers.
A Dijkstra algorithm is proposed to add randomization
to the routing in order take less predictable paths. It
focuses on the protocol characteristics and does not
consider trust degrees in the model [20].

Recently a few research groups have investigated the
issue of different trustworthiness levels or trust degrees
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in two-hop communication as we mentioned above [4].
To the best of our knowledge, this paper is the one of
the first works to consider trust degrees for multi-hop
networks. The novelty of this work can be summarized
as follows:
• We propose a novel algorithm to find the route

with the shortest total transmission time from the
source to the destination and still guarantee that
the accumulated TD is larger than a trust degree
threshold.

• We use accumulated TD along the considered route
to calculate the expected probability that at least
one of the relays use the extracted information for
a malicious purpose.

• We analyze the affects of the transmit SNR, node
density, and TD threshold to network performance
factors such as the successful delivery ratio, total
transmission time, and number of hops in a route.

The remaining of the paper is organized as follows.
Section 2 presents the system model that the paper
will follow. Section 3 describes the proposed routing
algorithm. Section 4 describes the simulation scenarios,
presents and analyzes the results; and section 5 con-
cludes the paper.

2 System Model

We consider a network with n nodes. Node 1 wants to
send message s to node n. Nodes 1 and n are legitimate
and also respectively referred to as the source and
destination nodes. However, they may not be directly
linked by a reliable channel. Thus the other n− 2 ille-
gitimate nodes will help by decoding and forwarding
the message in a hop-by-hop manner. Each node has
a different TD of ti ∈ [0 1], i = {1, ..., n}, viewed from
the legitimate nodes. It is the probability that a node
will not use the information extracted, when decoding
the message in the process of helping, for a malicious
purpose. Certainly, the TD of the legitimate nodes is
always 1. The directly connecting and available link
between node i and node j is denoted by lij. Assume
that all node have no buffer, i.e., they need to forward
all bits they received and decoded.

Since all nodes use DF relaying mode, a relaying
node needs to receive the signal from the previous node
in the relaying route with enough SNR, fully decode
the message, and re-encode it with a rate which is the
capacity of the channel between it and the next node
in the route as shown in Figure 1. It means that a relay
will have complete information about s. What decides
the security level of s is the TDs of the nodes in the
relay set, that the message will go through, denoted
here by R. The probability that the message is used
for a malicious purpose, by at least a certain node, is
given by

pM = 1−∏
i∈R

ti. (1)

We assume that s is not a completely secured message,
i.e., we accept that the message is used for a malicious

1 2
…

r1 r2 rk–2 rk–1

k–1 k

h1 h2 hk–2 hk–1

Figure 1. A certain considered route in the network with the blue
source, green relays, and red destination. The yellow nodes are not
in the considered route.

purpose with probability lower than threshold prob-
ability pT. If pT = 0, i.e., pM ≤ 0, ∏i∈R ti ≥ 1,
∏i∈R ti = 1 or all relays have TDs of 1, the message
is completely secured.

We also assume that when a node in a route trans-
mits, only the next node1 in the route receives the
signal such that in this paper, we only consider the
insecurity due to the low trust degrees of the relays but
not the eavesdropping of certain eavesdroppers or other
non-targeted illegitimate nodes. Two scenario examples
with such a scenario are (i) a wire network with copper
or optical cables; (ii) a wireless network with precise
beamforming transmission between any two nodes.

Figure 1 shows a certain route (R) in the network
along which the nodes are re-numbered from 1 (the
source) to k (the destination, also node n in the net-
work). We denote the channel between node i and i + 1
along the route as hi. The maximum achievable rate
(MAR) of the transmission from node i to node i + 1 is
given by

ci = log2

(
1 +

p|hi|2
σ2

)
, i ∈ R, (2)

where p and σ2 are respectively the transmit and noise
powers. If all nodes in the route transmit with the same
rate, they can use the same constellation and the rate
is given by

r = min
i∈R

ci (3)

to make sure that all receivers along the route can
decode the message. However, in order to optimize the
routing and increase end-to-end transmission rate, each
node along the route can re-encode the message with a
different constellation and therefore a different rate of
ri (bits/s/Hz). Assume that all transmissions take place
in 1-Hz bandwidth. The necessary time for transmitting
f bits from node i to node i + 1 is f

ri
. The time it takes

to deliver f bits from the source to the destination via
the considered route, excluding other processing times,
is given by T = ∑i∈R

f
ri

(s). Since ri ≤ ci, to minimize

T, ri should be chosen as ci and T = ∑i∈R
f
ci

(s).

3 Proposed Routing Algorithm

The Dijkstra’s algorithm is used to find the shortest
path between a source and a destination in a network.

1In case of a more general scenario where other nodes along the
route can receive or overhear parts of the signal, the consequence is
also the same as in the assumed scenario in this paper.
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Table I
Steps of the Proposed Routing Algorithm for the Case of α = 0.80.

Only Routes with Accumulated TD which is At Least 0.8 are Considered
14 REV Journal on Electronics and Communications: Article scheduled for publication in Vol. 10, No. 1–2, January–June, 2020

Iteration S D12 Path T12 D13 Path T13 D14 Path T14 D15 Path T15 D16 Path T16

1 1 1 1-2 0.9 1 1-3 0.9 ∞ - - ∞ - - 9 1-6 1.00

2 1,2 1 1-2 0.9 1 1-3 0.9 ∞ - - ∞ - - 9 1-6 1.00

3 1,2,3 1 1-2 0.9 1 1-3 0.9 3 1-3-4 0.81 ∞ - - 6 1-3-6 0.90

4 1,2,3,4 1 1-2 0.9 1 1-3 0.9 3 1-3-4 0.81 ∞ - - 4 1-3-4-6 0.81

5 1,2,3,4,6 1 1-2 0.9 1 1-3 0.9 3 1-3-4 0.81 11 1-6-5 0.80 4 1-3-4-6 0.81

6 1,2,3,4,6,5 1 1-2 0.9 1 1-3 0.9 3 1-3-4 0.81 11 1-6-5 0.80 4 1-3-4-6 0.81

Figure 3. Steps of the proposed routing algorithm for the case of α = 0.80. Only routes with accumulated TD which is at least 0.8 are considered.
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Figure 4. An example of the network with 15 nodes. The colorful
number below each node shows its trust degree.

and d is the distance between the considered transmit-
ter and receiver. We use fR = 900 MHz, one of the
unlicensed frequency bands in the US. The variance of
the channel reflects the simplified path loss of the Friis
Transmission Formula [22]. The TD of an illegitimate
node is randomized with the 1-mean and 0.4-variance
Normal distribution and truncated in the value range
of [0 1], i.e., if the random value is larger than 1, the
TD is set to 1 and if it is smaller than 0, the TD is
set to 0. Figure 4 shows a network example with 15
nodes. The source, illegitimate, and destination nodes
are filled with blue, green, and red colors, respectively.
We find the route from node 1 to node n with the
shortest transmission time for 1 Kbits and accumulated
TD at least α.

In the first simulation, the transmit SNR is varied
and different numbers of nodes are considered with
fixed α = 0.7. Figure 5 shows the successful delivery
ratio (SDR) for 1 Kbits from node 1 to node n in
every realization of topology, TDs, and channels. If in
a random realization, a route from node 1 to node
n satisfying the TD threshold does not exist, another
random realization is generated until such a route exist
and the data about the delivery time and number hops
is accumulated. In a simulation, we need to generate
a certain number of successful realizations. The ratio
of the number of successful realizations and that of
generated ones is the SDR. As shown, the SDR does not
depend on the transmit SNR because a higher transmit
SNR only improves the transmission between any two
nodes, and consequently, the cost or the average deliv-
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Figure 5. The successful delivery ratio in case α = 0.7.
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Figure 6. The average delivery time for 1K bits in case α = 0.7.

ery time. More nodes leads to a higher SDR since nodes
can more easily find the next nodes for a route to the
destination. However, when the node number is already
high, increasing it does not increase SDR significantly
since the nodes are already dense.

Figure 6 shows the average delivery time for 1 Kbits
from node 1 to node n. As shown, all delivery times
decrease with the transmit SNR of each hop since
the receiver of each hope can receive a better signal
and reduce the transmission time in each hop. More
number of nodes in a network lead to a shorter delivery
time because on average there is a shorter distance,
and therefore, a better transmission rate or a shorter
transmission time between any two nodes.

Figure 7 shows the average number hops that the best
route from node 1 to node n goes through. It decreases
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Figure 2. An example of the network with 6 nodes. The violet number
below each node shows its TD. The number next to a link shows
its cost.

The additive cost of each available link in the network is
given beforehand. The shortest path is the path with the
smallest accumulated cost when going from the source
to the destination. The algorithm will check all possible
routes by moving one by one node from the tentative
list to the permanent list and expanding the known
network gradually to the destination [21].

In this paper, we will find the path with the short-
est delivery time, therefore, the time for transmitting
1Kbits from a node to the next node is the cost in
the applied Dijkstra’s algorithm. We define the cost of
a link as f

ci
. However, in this paper, we also need to

consider the TDs. We therefore modify the algorithm
by adding the constraint regarding the TDs in the
proposed routing algorithm. Denote the cost of link lij
by dij. If dij > cmax, where cmax is a very large number,
there is no direct link between node i and node j.

In this section, we explain how the proposed routing
algorithm is conducted. Consider an example of net-
work as shown in Figure 2. There are 6 nodes with
different TDs shown in violet boxes below the nodes.
Each link has an associated cost shown next to it.
We will find a path from node 1 to node 6 with the
smallest accumulated cost and the accumulated TD
must be larger than a certain TD threshold (α). In all
possible routes from node i to node j in the network,
we denote the route with the smallest accumulated cost
from node i to node j by Pij, its corresponding cost by
Dij, and its corresponding accumulated TD by Tij. If
Rij denotes the set of all nodes along path Pij, we can

Algorithm 1: Finding the shortest path from node 1 to
node n such that the accumulated TD is smaller than α

Data: Link costs dij, i, j ∈ {1, ..., n}; cost threshold cmax; TD
threshold α.
Result: The shortest path po.
1) Initialize: permanent list of nodes S = {1}; tentative

list S ′ = {2, 3, ..., n}; accumulated cost for the path
from node 1 to node i as D1i = d1i, i ∈ {1, ..., n}.

2) Select the next node in S ′ to be moved to S :

j = arg min
m∈S′

D1m. (5)

3) Add j to permanent list S : S = S ∪ {k}.
4) Drop j from tentative list S ′: S ′ = S ′\{k}.
5) Define the set of all neighboring nodes of node j which

are in S ′ and have the accumulated TD from node 1
of at least α as follows

Nj = {m|m ∈ S ′, djm < cmax, T1m ≥ α}. (6)

6) Check for improvement in the minimum cost path from
node 1 to each node in Nj as follows

D1m = min{D1m, D1j + djm}, for m ∈ Nj ∩ S ′. (7)

7) Go back to step (2) until S ′ = ∅.

write Tij = ∏m∈Rij
tm. In case of general n, the routing

algorithm is equivalent to the following optimization
problem

min
P1n

D1n

subject to T1n ≤ α.
(4)

The proposed routing algorithm for general n is given
in Algorithm 1. Below we demonstrate it with the net-
work example in Figure 2. To initialize the algorithm,
we set permanent list S = {1} (only the source node
is included in S) and tentative list S ′ = {2, ..., 6}.
Using only the information about the costs of the links
between 1 and its adjacent nodes (2 and 3), we calculate
the path from 1 to all other nodes as shown in the
first row in the Table I. Nodes 4 and 5 cannot be
reached only via the links directly connected to the
nodes in S (l12 and l1,3). The cost of the route from
1 to 4 (or 5) with the minimum accumulated cost is ∞.
The corresponding path and the accumulated TD are
therefore not available.

Considering all nodes in S ′, we select the node with
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Figure 3. An example of the network with 15 nodes. The colorful
number below each node shows its trust degree.

the smallest accumulated cost when going from node
1 to it basing on the information in the first row. Since
nodes 2 and 3 have the same accumulated cost to 1,
either of them can be selected. Here node 2 is selected,
added to S , and also removed from S ′. After that, the
adjacent nodes of 2 are considered as next destinations
and we update the corresponding information in row
2. The process continues until all nodes are added to
S and S ′ is empty. In each column of the last row, the
shortest path to the corresponding node is shown. In
row to the path to node 5 is not added since T15 =
0.72 < α.

4 Simulation Results

In this section, we present the simulation results and
analyze the different elements affecting the network
performance. In the simulations, n nodes’ positions are
randomized with the uniform distribution in a square
of 1m×1m. Two nodes have reliable wireless connection
only when the distance between them is small than
a threshold of dth = 0.4. A reliable wireless channel
is randomly distributed with σ2

h-variance and 0-mean

complex Normal distribution where σ2
h =

(
cL

4π fRd

)2
in

which cL is the light velocity, fR is the radio frequency,
and d is the distance between the considered transmit-
ter and receiver. We use fR = 900 MHz, one of the
unlicensed frequency bands in the US. The variance of
the channel reflects the simplified path loss of the Friis
Transmission Formula [22]. The TD of an illegitimate
node is randomized with the 1-mean and 0.4-variance
Normal distribution and truncated in the value range
of [0 1], i.e., if the random value is larger than 1, the
TD is set to 1 and if it is smaller than 0, the TD is
set to 0. Figure 3 shows a network example with 15
nodes. The source, illegitimate, and destination nodes
are filled with blue, green, and red colors, respectively.
We find the route from node 1 to node n with the
shortest transmission time for 1 Kbits and accumulated
TD at least α.

In the first simulation, the transmit SNR is varied
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Figure 4. The successful delivery ratio in case α = 0.7.
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Figure 5. The average delivery time for 1K bits in case α = 0.7.

and different numbers of nodes are considered with
fixed α = 0.7. Figure 4 shows the successful delivery
ratio (SDR) for 1 Kbits from node 1 to node n in
every realization of topology, TDs, and channels. If in
a random realization, a route from node 1 to node
n satisfying the TD threshold does not exist, another
random realization is generated until such a route exist
and the data about the delivery time and number hops
is accumulated. In a simulation, we need to generate
a certain number of successful realizations. The ratio
of the number of successful realizations and that of
generated ones is the SDR. As shown, the SDR does not
depend on the transmit SNR because a higher transmit
SNR only improves the transmission between any two
nodes, and consequently, the cost or the average deliv-
ery time. More nodes leads to a higher SDR since nodes
can more easily find the next nodes for a route to the
destination. However, when the node number is already
high, increasing it does not increase SDR significantly
since the nodes are already dense.

Figure 5 shows the average delivery time for 1 Kbits
from node 1 to node n. As shown, all delivery times
decrease with the transmit SNR of each hop since
the receiver of each hope can receive a better signal
and reduce the transmission time in each hop. More
number of nodes in a network lead to a shorter delivery
time because on average there is a shorter distance,
and therefore, a better transmission rate or a shorter
transmission time between any two nodes.
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Figure 6. The average number of hops of the best route in case α = 0.7.
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Figure 7. The successful delivery ratio with varied TD threshold and
fixed SNR at 20dB.

Figure 6 shows the average number hops that the best
route from node 1 to node n goes through. It decreases
slightly with the transmit SNR since a better transmit
SNR can increase each hop transmission rate so routes
with fewer hops but with worse channels can combat
with the other routes and become the best ones. More
nodes in the network lead to smaller number of hops
since the nodes can find the next nodes more easily
with a determined channel distance threshold dth.

In the second simulation, we vary the trust threshold
(α) to see the affects of this parameter on the perfor-
mance of the network in terms of SDR, the average
delivery time, and the average number of hops. In this
case, we set the transmit SNR to 20 dB. Differently to
the case in Figure 4, the SDR decreases when the trust
threshold increases as it puts stricter trust threshold
constraint (the accumulated TD must be greater than
the trust threshold constraint). Similarly to other cases,
denser nodes will so help to increase the SDR. When α
is low enough (about 0.3) and n is large enough (about
30), almost all random realizations succeed.

Figure 8 shows the average delivery time from node 1
to node n. As expected, when a stricter TD constraint is
put in the shortest route finding problem, the network
performance gets worse, i.e., the average delivery time
is longer. As usual, the case with more nodes performs
better. Figure 9 shows the average number of hops. It
also increases with α since a stricter TD constraint will
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Figure 8. The average delivery time with varied TD threshold and
fixed SNR at 20dB.
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Figure 9. The average number of hops with varied TD threshold and
fixed SNR at 20dB.

not allow less trusted routes with fewer nodes to be
considered.

5 Conclusion

In this paper, we proposed a modified algorithm to find
the route with shortest total transmission time based on
Dijsktra’s shortest path algorithm with additional trust
degree (TD) constraints for the multi-hop decode-and-
forward relay network. The simulation results show
that successful delivery ratio increases with transmit
SNR and decreases when node number increases and
the TD constraint is stricter. In the meantime, the time
delivery time and average number of hops increases
with the node number and the TD constraint and
decreases when the transmit SNR increases. Therefore
precisely determining the TDs of the nodes in a net-
work is very important since it helps to better optimize
the routing and increases the security and network
performance. In case high-resolution TDs are not avail-
able, classifying into different types, with different TD
ranges, also helps.
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