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Abstract– This paper deals with the design of measurement-based correlation models for shadow fading. Based on the
correlation model, we design a simulation model using the sum-of-sinusoids (SOS) method to enable the simulation of
spatial lognormal processes characterizing real-world shadow fading scenarios. The model parameters of the simulation
model are computed by applying the Lp-norm method (LPNM). This method facilitates an excellent fitting of the simulation
model’s autocorrelation function (ACF) to that of measured channels. Our study includes an evaluation of all important
statistical quantities of the proposed measurement-based simulation model, such as the probability density function (PDF),
spatial ACF, decorrelation and coherence distance, as well as the level-crossing rate (LCR) and the average duration of fades
(ADF). A comparison with the Gudmundson correlation model shows that the developed measurement-based correlation
model outperforms the former one by far in terms of the goodness of fit to the measured data. The proposed measurement-
based simulation model allows to study the effects of long-term fading on the performance of mobile communication
systems under real-world shadow fading conditions.

Keywords– Shadow fading, lognormal process, sum-of-sinusoids, autocorrelation function, level-crossing rate, average
duration of fades.

1 Introduction

In wireless communications, shadowing causes long-
term variations in the received signal. This effect is
attributed to the fluctuation of the envelope due to
large objects obstructing the propagation paths between
the base station (BS) and the mobile station (MS). The
objects may include mountains, buildings, trees, and
cars. Based on experimental studies [1–4], it is generally
accepted that the signal fluctuations caused by shadow-
ing can be modelled by a lognormal process. To account
for the shadowing effects in land mobile terrestrial
channels, the lognormal process has been incorporated
in the Suzuki model [5], the Loo model [6], the mod-
ified Loo model [7], and the extended Loo model [8].
Lognormal processes play also an important role in a
variety of other areas in wireless communications. In [9]
and [10], e.g., velocity estimation schemes based on
the spatial correlation properties have been proposed.
In [11], Yamamoto et al. studied the impact of the
shadowing correlation on the coverage of multi-hop
cellular systems. Moreover, the lognormal process plays
a key role in the study of the quality of service (QoS)
and the performance analysis of handover procedures
in wireless systems [12, 13].

The spatial correlation properties of lognormal pro-
cesses have been investigated in [14–17]. In [14], a
simple analytical model for the ACF of the lognormal

process was proposed by Gudmundson. He came up
with a negative exponential correlation model, which
has been improved later in [15]. The drawback of
the Gudmundson model is that the LCR of the log-
normal process is infinite. Despite this drawback, the
Gudmundson correlation model has been adopted in
the past by many researchers for lack of alternatives.
Meanwhile, heuristic alternative correlation models can
be found, e.g., in [17], where the Gaussian and the
Butterworth models have been proposed.

Recent works on empirical correlation models to
characterize shadowing processes in different areas
have been published in [18–21]. In [21], Zhang et al.
proposed a novel spatial correlation model for shadow
fading in urban macro environments. The proposed
model is based on empirical results obtained from a
wideband radio channel measurement campaign at 2.35
GHz in an urban area. The authors showed that the
proposed model provides a good match to the empirical
results and outperforms the double exponential model.

In contrast to our related work in [16, 17], where
the focus was on fundamental aspects as well as on
the modelling of empirical and heuristic correlation
models, we present in this paper a design method
for measurement-based spatial correlation models to
enable the simulation of real-world shadowing pro-
cesses. The model parameters are computed by using
the LPNM, which allows a quasi-perfect fitting of the
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spatial ACF of the shadowing simulator to that of mea-
sured channels. The concept of SOS has been applied to
design the shadowing simulator. Analytical expressions
are provided for the PDF, ACF, LCR, ADF, as well as for
the decorrelation and coherence distance. The design
concept is applied to measurement data collected in
suburban and urban areas. The results show that the
statistics of the proposed correlation model fit very well
to those of the measured channel.

The rest of this paper is organized as follows. Sec-
tion 2 reviews spatial lognormal processes. In Section 3,
the shadowing simulator is derived by using the SOS
principle. We also present briefly all relevant statistical
properties of the shadowing simulator. In Section 4, we
show how the LPNM can be applied to compute the
model parameters. The evaluation of the main statistical
properties of the simulation model is the topic of Sec-
tion 5. In Section 6, we present some simulation results
of the ergodic spatial shadowing processes. Finally,
Section 7 provides the conclusion of the paper.

2 Review of Lognormal Processes

In the spatial domain, the shadowing effects are usually
modelled by a spatial lognormal process λ(x), which
can be expressed as

λ(x) = 10[σLµ(x)+mL ]/20 (1)

where µ(x) is a real-valued zero-mean Gaussian pro-
cess with unit variance. The symbols σL and mL stand
for the shadow standard deviation and the area mean,
respectively. The shadow standard deviation σL is an
area specific constant, and the area mean mL is deter-
mined by the path loss between the BS and the MS.

The PDF pλ(y) of λ(x) is known as the lognormal
distribution

pλ(y) =
20√

2πln(10)σLy
e
− (20log10(y)−mL)

2

2σ2
L , y ≥ 0 . (2)

The mean mλ and the variance σ2
λ of the spatial lognor-

mal process λ(x) in (1) can be expressed as

mλ = em0+σ2
0 /2, (3a)

σ2
λ = e2m0+σ2

0 (eσ2
0 − 1) (3b)

respectively, where m0 = mLln(10)/20 and σ0 =
σLln(10)/20.

The Gaussian process µ(x) is characterized by the
spatial ACF rµµ(∆x), which is defined as rµµ(∆x) =
E{µ(x)µ(x + ∆x)}, where ∆x := x2 − x1 denotes the
spatial separation.

In [16], it is shown that the spatial ACF rλλ(∆x) of
λ(x), which is defined as rλλ(∆x) = E{λ(x)λ(x+∆x)},
can be expressed in terms of rµµ(∆x) as follows

rλλ(∆x) = e2m0+σ2
0 [1+rµµ(∆x)] . (4)

The mean power of the spatial lognormal process λ(x)
equals the spatial ACF rλλ(∆x) at the origin, i.e.,
E{λ2(x)} = rλλ(0) = e2(m0+σ2

0 ).

The autocovariance function (ACVF) rc
λλ(∆x) of the

spatial lognormal process λ(x) is defined as rc
λλ(∆x) =

rλλ(∆x)−m2
λ. By using (3a) and (4), this function can

be written as

rc
λλ(∆x) = e2m0+σ2

0 [eσ2
0 rµµ(∆x) − 1] . (5)

The ACVF rc
λλ(∆x) is useful to determine the coher-

ence distance of the spatial lognormal process. The
coherence distance Dc is a measure for the distance
between x2 and x1, i.e., Dc = x2 − x1, beyond which
the random variates λ(x1) and λ(x2) can be considered
as statistically uncorrelated. This quantity is defined
as the minimum distance, which fulfills the following
equation

rc
λλ(Dc) =

rc
λλ(0)

2
. (6)

By substituting (5) in (6), we can alternatively compute
Dc by solving

rµµ(Dc)−
1
σ2

0
ln

(
eσ2

0 + 1
2

)
= 0 . (7)

If the spatial ACF rµµ(Dc) has an inverse (see Sec-
tion 5.3), then Dc can be expressed in closed form.
Otherwise, (7) has to be solved numerically by using
root finding algorithms.

Other important characteristic quantities of the spa-
tial lognormal process λ(x) are the LCR Nλ(r) and the
ADF Tλ−(r). The LCR Nλ(r) describes how often the
spatial lognormal process λ(x) crosses a given level r
from up to down (or from down to up) per unit of
length. In [16], it has been shown that the LCR Nλ(r)
of lognormal processes λ(x) can be expressed as

Nλ(r) =
√

γ

2π
e
− 20log10(r)−mL

2

2σ2
L , r ≥ 0 (8)

where γ = −r̈µµ(0). Here, r̈µµ(0) denotes the second
derivative of the spatial ACF rµµ(∆x) at the origin with
respect to ∆x.

The ADF Tλ−(r) is the mean value for the length of
the spatial intervals over which λ(x) remains below
a specified signal level r. The ADF Tλ−(r) is defined
as [17]

Tλ−(r) =
Fλ−(r)
Nλ(r)

, (9)

where Fλ−(r) denotes the cumulative distribution func-
tion of the spatial lognormal process λ(x), which is
obtained as Fλ−(r) =

∫ r
0 pλ(y)dy.

3 Simulation of Shadow Fading

As a method to model Gaussian random processes with
given spatial correlation properties, the SOS principle
can be applied. In view of the development of mobile
communication systems, this principle became very
popular, because it enables the design of efficient and
flexible mobile fading channel simulators. By analogy
to (1), the stochastic simulation model for a spatial
lognormal process is described by

λ̂(x) = 10[σL µ̂(x)+mL ]/20 (10)
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where µ̂(x) is called the SOS process, which has the
following form

µ̂(x) =
N

∑
n=1

cn cos(2παnx + θn) . (11)

Here, cn and αn are constants representing the gains
and the spatial frequencies, respectively, while the
phases θn are independent, identically distributed
(i.i.d.) random variables, each having a uniform dis-
tribution over the interval (0, 2π]. Since cn and αn
are constant parameters, but θn are random variables,
it follows that the resulting shadow fading simulator
described by (10) belongs to the class of ergodic channel
simulators [22].

The spatial ACF r̂µµ(∆x) of µ̂(x) is defined as
r̂µµ(∆x) = E{µ̂(x)µ̂(x + ∆x)}, which can be expressed
by using (11) as

r̂µµ(∆x) =
N

∑
n=1

c2
n
2

cos(2παn∆x) . (12)

In [16], it is shown that the PDF p̂λ(x) of λ̂(x) is given
by

p̂λ(y) =
40

σLln10y

∞∫
0

[
N

∏
n=1

J0(2πcnz)

]

· cos
[

2πz(20log10y−mL)

σL

]
dz . (13)

Furthermore, in [16], it is also shown that a good
approximation of the spatial ACF r̂λλ(∆x) of λ̂(x) can
be obtained by replacing rµµ(∆x) in (4) by r̂µµ(∆x), i.e.,

r̂λλ(∆x) ≈ e2m0+σ2
0 [1+r̂µµ(∆x)] . (14)

Consequently, the ACVF r̂c
λλ(∆x) of the shadowing

simulator can be approximated as

r̂c
λλ(∆x) ≈ e2m0+σ2

0 [eσ2
0 r̂µµ(∆x) − 1] . (15)

By analogy to (6), the coherence distance D̂c of the
stochastic process λ̂(x) is the value of ∆x = D̂c that
solves the following equation

r̂c
λλ(D̂c) =

r̂c
λλ(0)

2
. (16)

By substituting (15) in (16), we can find D̂c by using the
ACF r̂µµ(∆x) of µ̂(x) and solving

r̂µµ(D̂c)−
1
σ2

0
ln

(
eσ2

0 + 1
2

)
= 0 . (17)

Finally, by substituting (12) in (17) and by applying root
finding techniques, we can numerically determine the
coherence distance D̂c.

By analogy to (8), the LCR N̂λ(r) of the simulation
model can also be approximated by substituting in (8)
the quantity γ̂ = − ¨̂rµµ(0) for γ, i.e.,

N̂λ(r) ≈
√

γ̂

2π
e
− (20log10(r)−mL)

2

2σ2
L , r ≥ 0 (18)

where

γ̂ = − d2

d∆x2 r̂µµ(∆x)|∆x=0 = 2π2
N

∑
n=1

(cnαn)
2. (19)

Obviously, a necessary condition for a good approxima-
tion N̂λ(r) ≈ Nλ(r) is that the quantity γ̂ is close to γ.
Hence, a good design method for the model parameters
cn and αn has to guarantee that we may write γ̂ ≈ γ.
It should be mentioned for the sake of completeness
that an exact solution of the LCR N̂λ(r) can be found
in [17].

Analogously to (9), the ADF T̂λ−(r) of the spatial
shadowing simulation model is defined as

T̂λ−(r) =
F̂λ−(r)
N̂λ(r)

(20)

where N̂λ(r) is given by (18) and F̂λ−(r) describes the
cumulative distribution function of λ̂(x), which can be
obtained from (13) by using F̂λ−(r) =

∫ r
0 p̂λ(y)dy.

4 The Lp-norm Method

The objective of this section is to compute the model
parameters cn and αn such that the ACF r̂µµ(∆x) of
the simulation model [see (12)] is close to the ACF
r?µµ(∆x) of a measured channel. To solve this parameter
computation problem, we apply the LPNM, which is
described in detail in [23]. The LPNM is one of the
fundamental methods to compute the parameters of
SOS simulation models. The aim of this method is to
compute the model parameters cn and αn such that the
Lp-norm

E(p)
rµµ =

 1
∆xmax

∆xmax∫
0

|r?µµ(∆x)− r̂µµ(∆x)|pd(∆x)

1/p

(21)
becomes a minimum, where p = 1, 2, . . . The quantity
∆xmax denotes the upper limit of the interval [0, ∆xmax]
over which a good approximation r?µµ(∆x) ≈ r̂µµ(∆x) is
of interest. One of the advantages of the LPNM is that
the procedure allows fitting the statistical properties
of the shadowing simulator to measured data of real-
world channels. Measurement results of spatial ACFs
r?µµ(∆x) characterizing suburban and urban areas are
reported in [14]. Choosing N = 25 and applying the
LPNM with p = 2 to these measured ACFs r?µµ(∆x)
results in the model parameters listed in Table I. With
the obtained parameters, the proposed measurement-
based correlation model in (12) is completely defined.

5 Performance Evaluation of the

Measurement-Based Channel Simulator

This section discusses the performance evaluation of
the designed measurement-based spatial shadowing
simulator with respect to the analytical expressions
in (12), (14), (18), and (20). A comparison has been
made with the corresponding quantities of measured
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Table I
Parameters of the Measurement-Based Shadowing Simulator.

Index Suburban area Urban area
Parameters Parameters

n cn αn cn αn

1 0.2431 -0.00036861 0.3579 0.02004459
2 0.2939 -0.00111374 0.3374 0.00874076
3 0.3583 -0.00084599 0.3314 0.07099983
4 0.2676 -0.00029556 0.1461 0.02926888
5 0.2023 0.00018512 0.3576 0.02521945
6 0.3941 0.00019357 0.1633 0.01321234
7 0.3224 0.00012965 0.2347 0.01365564
8 0.2704 0.00009131 0.3101 -0.01073672
9 0.2290 -0.00144244 0.4280 0.00992094
10 0.2049 0.00003980 0.3806 0.01245341
11 0.3244 -0.00041958 0.1762 0.00949120
12 0.2747 0.00069153 0.4710 0.00558419
13 0.3066 0.00041170 0.3361 0.01579579
14 0.1513 -0.01855732 0.4440 0.02795457
15 0.3854 0.00000029 0.2701 0.11299331
16 0.2880 -0.00051154 0.1266 0.15421563
17 0.1719 0.00865254 0.2201 0.08971074
18 0.2911 0.00067489 0.3021 0.04895022
19 0.3613 -0.00007190 0.2036 0.13410393
20 0.3067 0.00007934 0.1678 0.18152402
21 0.3699 0.00008182 0.0916 0.10328293
22 0.3652 -0.00010209 0.1883 0.20076019
23 0.0865 0.00495717 0.2081 0.22118688
24 0.0267 0.02460851 0.1718 0.23977893
25 0.1966 0.01014643 0.1172 0.62271175

Table II
Parameters of the Gudmundson Model (from [14]).

Shadowing area D ∆xmax σL mL

Suburban 503.9 m 2500 m 7.5 dB 0
Urban 8.3058 m 40 m 4.3 dB 0

channels, which were published in [14]. In our perfor-
mance study, we have also included the Gudmundson
model [14]. The key parameters of this model are listed
in Table II. For reasons of simplicity, the area mean mL
has been set to zero. The correctness of all analytical
results has been confirmed by simulation. Therefore,
the spatial lognormal process λ̂(x) in (12) has been
simulated by using the parameters cn and αn from
Table I and σL and mL from Table II. The phases θn
have been considered as i.i.d. random variables.

5.1 Evaluation of the PDF

The results of the PDF pλ(y) [see (2)] of the lognor-
mal process are shown by the solid line in Figure 1. The
graphs of the density p̂λ(y) [see (13)] of the shadowing
simulator are represented by the dashed line, which
matches perfectly the solid line. The analytical results
for p̂λ(y) have been obtained by substituting the model
parameters listed in Table I in (13), while σL and mL
have been taken from Table II.

0 1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

y

P
D

F
,

p
λ
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σL = 4.3 dB (Urban area)

σL = 7.5 dB (Suburban area)

Lognormal model
Simulation model
Simulation

Figure 1. The density pλ(y) of the lognormal model in comparison
with the density p̂λ(y) of the measurement-based simulation model
for suburban and urban areas ( LPNM with p = 2 and N = 25).

5.2 Evaluation of the Spatial ACF

For comparison, we use the well-known Gudmund-
son model [14], which is described by the spatial ACF
rµµ(∆x)

rµµ(∆x) = e−|∆x|/D (22)

where D is called the decorrelation distance, which is
an area-dependent real-valued constant (see Table II).
From (12) it can be seen that the spatial ACF r̂µµ(∆x)
of the shadowing simulator is a function of the gains
cn, the discrete spatial frequencies αn, and the number
of sinusoids N. Figures 2 and 3 show that the ACFs
r̂µµ(∆x) of the measurement-based simulation model
fit very well to the measured spatial ACFs r?µµ(∆x).
The results for the Gudmundson correlation model
were also presented by using the decorrelation dis-
tance D given in Table II. Figures 4 and 5 show that
the quality of the approximation of the spatial ACFs
r̂λλ(∆x) [see (14)], achieved by applying the proposed
measurement-based model, is much better than the
approximation of the spatial ACFs rλλ(∆x) [see (4)],
provided by the Gudmundson model.

5.3 Evaluation of the Decorrelation and the
Coherence Distances

The decorrelation distance D of the Gudmundson
model is defined as the value of ∆x for which the spatial
ACF rµµ(∆x) in (22) equals 1/e, i.e., rµµ(∆x)|∆x=D =
1/e. The decorrelation distance D? of the measured
channel and the decorrelation distance D̂ of the
measurement-based simulation model have been deter-
mined and compared with D. The results for the subur-
ban and urban area are presented in Table III. This table
includes also the results for the coherence distance. The
coherence distance Dc of the Gudmundson model has
been obtained by substituting (22) in (7). This allows us
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Figure 2. Spatial ACFs r?µµ(∆x) (measured channel) in comparison
with the spatial ACFs rµµ(∆x) (Gudmundson model) and r̂µµ(∆x)
(simulation model) for the suburban area.
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Figure 3. Spatial ACFs r?µµ(∆x) (measured channel) in comparison
with the spatial ACFs rµµ(∆x) (Gudmundson model) and r̂µµ(∆x)
(simulation model) for the urban area.
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Figure 4. Spatial ACFs r?λλ(∆x) (measured channel) in comparison
with the spatial ACFs rλλ(∆x) (Gudmundson model) and r̂λλ(∆x)
(simulation model) for the suburban area.
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Figure 5. Spatial ACFs r?λλ(∆x) (measured channel) in comparison
with the spatial ACFs rλλ(∆x) (Gudmundson model) and r̂λλ(∆x)
(simulation model) for the urban area.

Table III
The Decorrelation and Coherence Distances

Decorrelation
and Coherence Suburban area Urban area

Distances

Measured channel: D? 525 m 10 m
Simulation model: D̂ 520.19 m 10.39 m

Gudmundson’s model: D 503.9 m 8.3058 m

Measured channel: D?
c 398 m 5.79 m

Simulation model: D̂c 397.3 m 5.826 m
Gudmundson’s model: Dc 339.98 m 5.683 m

to express Dc in terms of D as

Dc = −D ln

(
1
σ2

0
ln

(
eσ2

0 + 1
2

))
(23)

where σ0 = σLln(10)/20. The coherence distance D̂c
of the measurement-based simulation model has been
found by first substituting (15) in (16) and then solving
numerically the obtained equation by using root finding
techniques. Finally, the coherence distance D?

c of the
measured channel has been obtained from the graphs
with solid lines in Figures 2 and 3. It is noticeable that
the coherence distance D̂ of the measurement-based
simulation model is much closer to the coherence dis-
tance D?

c of the measured channel than the coherence
distance Dc of the Gudmundson model.

5.4 Evaluation of the LCR and the ADF
A drawback of the Gudmundson model is that this

correlation model results in an infinite LCR, because the
second derivative of the spatial ACF rµµ(∆x) in (22) is
indefinite at the origin [15]. Figure 6 depicts the ap-
proximation results of the LCR N̂λ(r) obtained by sub-
stituting the model parameters listed in Table I in (18).
In addition, we have illustrated the exact solution of
the LCR N̂λ(r) by using the expression in [17, eq. (15)].
The simulation results confirm the correctness of the
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exact solution, whereas the approximate solution in (18)
becomes less accurate at high signal levels. Figure 7
shows us the resulting graphs for the ADF T̂λ−(r) of
the shadowing simulator, which have been obtained by
evaluating (20) using the approximate [see (18)] as well
as exact [see [17, eq. (15)]] solutions of the LCR. The
simulation results fit very well with garaphs of the ADF
T̂λ−(r), while using the exact solution of the LCR N̂λ(r).
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Figure 6. Comparison of the exact and approximate solutions for the
LCR N̂λ(r) of the measurement-based simulation model for suburban
and urban areas (N = 25).

0 1 2 3 4 5 6 7 8
100

101

102

103

104

105

106

Signal level, r

A
D

F
,
T̂

λ
−
(r

)
(m

)

Theory (approximation)
Theory (exact solution)
Simulation

Suburban area

Urban area

Figure 7. Comparison of the exact and approximate solutions for
the ADF T̂λ− (r) of the measurement-based simulation model for
suburban and urban areas (N = 25).

6 Simulation Results

In this section, we present some simulation results
of the ergodic spatial shadowing processes designed
for suburban and urban areas. From (10) and (11),
we can infer the structure of the proposed shadowing
simulator shown in Figure 8.

By using the model parameters cn and αn listed in
Table I along with the parameters σL and mL in Ta-
ble II, the simulation of the measurement-based spatial
shadowing process can be performed. The resulting de-
terministic lognormal processes λ̃(i)(x) (i = 1, 2, ...) are
obtained from the stochastic process λ̂(x) by replacing
the random phases θn in (11) by constant quantities.
By computing different sets {θ(i)1 , θ

(i)
2 , ..., θ

(i)
N }, we can

generate different deterministic lognormal processes
λ̃(i)(x), all of them having the same statistics if the
key parameters (cn, αn, σL, and mL) are kept constant.
Due to the ergodic properties of λ̂(x), all waveforms
λ̃(1)(x), λ̃(2)(x), ... have the same statistical properties.
The fading behavior of shadowing in suburban and
urban areas is shown in Figures 9 and 10, respectively.
Taking into account the different scaled x-axes, one can
realize that for suburban areas, the sample function
λ̃(i)(x) fluctuates very slowly compared to the fluctua-
tions in urban areas.
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Figure 8. Structure of the shadowing simulator.
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Figure 9. Simulation of the measurement-based spatial shadowing
process λ̃(i)(x) for a suburban area (N = 25).

7 Conclusion

In this paper, a procedure for the design of
measurement-based spatial correlation models for
shadow fading has been proposed. The proposed pro-
cedure is based on the SOS principle. The LPNM
has been used to compute the model parameters of
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Figure 10. Simulation of the measurement-based spatial shadowing
process λ̃(i)(x) for an urban area (N = 25).

the SOS by fitting the spatial ACF of the shadowing
simulator to that of a measured channel. The design
procedure has been applied to real-world measurement
data collected in suburban and urban areas. The corre-
lation properties of the proposed shadowing simulator
have been compared with those of the Gudmundson
model. A comparison has also been made with respect
to the goodness of fitting of the spatial ACF of the
shadowing simulator to that of a measured channel.
Apart from the spatial ACF, we have also studied
analytically the decorrelation and coherence distance
as well as the LCR and the ADF. The correctness of all
analytical results has been confirmed by simulations,
which demonstrated that the proposed measurement-
based correlation model provides an excellent fitting to
real-world channels and outperforms the Gudmundson
correlation model by far.
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